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ABSTRACT 

 
We present a statistical procedure based on hypothesis test to build neural networks model in multivariate time 
series case. The method involved strategies for specifying the number of hidden units and the input variables in 
the model using inference of R2 increment. We draw on forward approach starting from empty model to gain the 
optimal neural networks model. The empirical study was employed relied on simulation data to examine the 
effectiveness of inference procedure. The result showed that the statistical inference could be applied 
successfully for modeling neural networks in multivariate time series analysis. 
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INTRODUCTION 
 
In daily life, we frequently observe the time 
series concerning interdependency between 
different series of variables, which is called 
vector time series or multivariate time series. 
The prominent works in that topic are 
established by Brockwell and Davis (1997).  
Their results mostly concentrate on linear 
model and usually require a tight assumption.  
 Recently, there has been a growing interest 
in nonlinear modeling. Neural network is a 
relatively new approach for modeling nonlinear 
relationship. Numerous publications disclose 
that neural networks (NN) has successfully 
applied in data analysis, including in time 
series analysis (e.g. Che et al. 2001, Dhoriva et 
al. 2006, Suhartono 2005, Suhartono & 
Subanar 2006). NN model becomes popular 
because of its flexibility, by means that it needs 
not a firm prerequisite and that it can 
approximate any Borel-measureable function to 
an arbitrary degree of accuracy (e.g. Hornik et 
al. 1990, White 1990). However, this flexibility 
leads to a specification problem of the suitable 
neural network model. A main issue related to 
that problem is how to obtain an optimal 
combination between number of input variables 
and unit nodes in hidden layer (e.g. Haykin 
1999, Subanar et al. 2005)  
 Many researchers have started developing 
strategy based on statistical approach to model 
selection for modeling neural network. The 
concepts of hypothesis testing have been 
introduced by White, Granger & Terasvirta. 
(Subanar 2005). The current result is from 
Kaashoek and Van Dijk (2002) proposing 

backward method, which is started from simple 
model and then carry out an algorithm to 
reduce number of parameters based on R2 
increment and  principal component analysis of 
network residuals criteria until attain an 
optimal model.  
 Whereas, Swanson & White (1995, 1996) 
applied a criterion of model selection, Schwarz 
Information Criteria (SIC), on “bottom-up” 
procedure to increase number of unit nodes in 
hidden layer and select the input variables until 
finding the best Feed Forward Neural Network 
(FFNN) model. This procedure is also 
recognized as “constructive learning”, one of 
the most popular is “cascade correlation” (e.g. 
Fahlman & Lebiere 1990, Prechelt 1997). It 
can be seen as “forward” method in statistical 
modeling. 
 Appealed to their method, Suhartono et al. 
(2006) put forward the new procedure by using 
the inference of R2 increment (as suggested in 
Kaashoek & Van Dijk 2002) and SIC criteria, 
which is started from simple model and 
compare the result with one from Kaashoek & 
Van Dijk . They found that both procedures 
gave the same optimal FFNN model, however 
their new method delivered less number of 
running steps.  
 Since all their work is focused in univariate 
case, it is still an open problem how the 
procedures work in multivariate case especially 
in time series modeling. Based on their result, 
this paper presents the procedure of specifying 
neural network model for multivariate time 
series. The method developed here is restricted 
only for forward approach. 
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Neural network model 
Feed forward neural network (FFNN) is the 
most widely used NN model in performing 
time series prediction. Typical FFNN with one 
hidden layer for univariate case generated from 
Autoregressive model is called Autoregressive 
Neural Network (ARNN). In this model, the 
input layer contains the preceding lags 
observations, while the output gives the 
predictive future values. The nonlinear 
estimating is processed in the hidden layer 
(layer between input layer and output layer) by 
a transfer function. Here, we will construct 
FFNN with one hidden layer for multivariate 
time series case. The structure of the proposed 
model is motivated by the generalized space-
time autoregressive (GSTAR) model from 
Lopuhaa & Borokova  (2005). The following 
are the steps of composing our FFNN model . 
 Supposed the time series process with m 
variables 1, 2, ,t( , Z  ... , Z )t t t mZ Z ′=  is 
influenced by the past p lags values and let n as 
the number of the observations. 
Set design matrix = diag(XX

%
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output vector , parameter 
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Then we have the FFNN model for multivariate 
time series, which can be expressed as 

0
1

( )
q

h
h

Y Xβ λ ψ γ
=

= + +∑  

         (1) 
 
where u is an iid multivariate white noise with  
 

E ( )|uu X′  = σI , 

E ( )| 0u X = , , and (1, )X X=
%

0( , )γ γ γ ′=
%

. 

 
The functions ψ  represents non linear form, 
used as logistic sigmoid in this paper 
 

1( ) {1 exp( )}X Xψ γ γ −= + −  . 
 
The architecture of this model is illustrated in 
Figure 1, particularly for bivariate case with 
input one previous lag (lag 1). 
The notations used in Figure 1. are defined as 
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Notify that from the above expression (1), we 
have separated model  
 

,i t =Z ( )
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(2) 
 
for each site i = 1, …, m.   
 
The procedure of model selection will be 
constructed based on model (1) instead of 
model (2), since it needs only one neuron in 
output layer; thus, it produce simpler 
architecture, though it can evaluate all the 
functional relationships simultaneously. 
 
Forward selection procedure 
The strategy to obtain the optimal neural 
network model correspond to the specifying a 
network architecture,  where in multivariate 
time series case, it involves selecting the 
appropriate number of hidden units, the order 
(lags) of  input variables included in the model, 
and the relevant input variables. All selection 
problems will be dealt with forward procedure 
through statistical approach. 
 The design of the forward procedure is 
adopted from general linear test approach that 
can be used for nonlinear model as stated by 
Kutner et al. (2004). The procedure entails 
three basic steps. First, we begin with 
specification of the simple model from the 
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data, which is also called the reduced or 
restricted model. In this study, the reduced 
model is a FFNN model with one hidden unit, 
i.e. 

0 1 ( )Y X uβ λψ γ= + +        
(3) 

 
 To decide whether the model needs hidden 
unit extension we use the criteria suggested by 
Kaashoek & Van Dijk (2002), i.e. square of the 
correlation coefficient. Therefore, we need to 
compute this value of reduced model, which is 
formulated as 

2
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ˆ ˆ( )( )
R R

R
R R R R

y yR
y y y y

′
=

′ ′
       

(4) 

where  is the vector of network output 
points of reduced model. Next, we successively 
add the hidden unit. The extension model is 
considered as the complex or full model, i.e. 
FFNN model (1), starting from hidden units  

 . Then fit the full model and obtain the 

square of the correlation coefficient

ˆRy
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2
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the same formula as (4). The final step is 
calculating the test statistic: 
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Gujarati (2002) showed that equation (5) is 
equal to the following expression  
                                 

FFR df
FSSE

dfdf
FSSERSSEF )()()(* ÷

−
−

=    

(6) 
           
For large n, this test statistic (6) and 
consequently the test statistic (5) are distributed 

approximately as 
)2,1( FFR dfvdfdfvF =−=  when  

holds, i.e. additional parameters in full model 
all equal to 0. This test (5) is applied to decide 
on the significance of the additional parameter. 

0H

 Thus the model selection strategy is 
performed by following the entire steps. As 
starting point, we determine all the candidate 
input variables, and then we carry on all the 
steps sequentially until we find the additional 
hidden unit does not leads to be significant.  
Once the optimal number of hidden units is 
found out, we continue to find the relevant lags 
that influenced the time series process, begin 
from the lag that gives the largest R2. Finally 
we employ the forward procedure to decide on 
the significance of the single input, again 
starting from the input which has the largest R2. 
If the process of including the input in the 
model yields significant p-value, then it is 
included to the model, otherwise it is removed 
from the model. 
 

SIMULATION MODEL 
 

In this paper, we study simulation experiment 
to show how the proposed strategies work to 
build nonlinear FFNN model for multivariate 
time series. We consider FFNN model only for 
bivariate case. The model is derived based on 
the Exponential Smooth Transition 
Autoregressive (ESTAR) model for bivariate 
case, which can be formulated as follows: 
 

1,tZ =  4.5 1, 1tZ − . exp(−0.25 2
1, 1tZ − ) + u 

2,tZ =  4.7 1, 1tZ − .exp(−0.35 2
1, 1tZ − ) + 

 3.7 2, 1tZ − exp.( −0.25 2
2, 1tZ − ) + u   

(7)  
 

The time process in model (7) depends on one 
previous lag (lag 1). For convenience, we 
called them Multivariate Exponential smooth 
transition autoregressive (MESTAR ). The data 
plots with their previous lags from simulation 
result of MESTAR are depicted in Figure 1a 
and 1b. 
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Figure 1. Plots of simulated data corresponding to a) lag 1 and b) to lag 2. 
 

We can perceive from Figure 1a and 1b that the 
nonlinear autoregressive pattern arise only at 
lag 1, since the plots tends to spread randomly 
at lag 2.   
 We also can observe that the first variable 
( 1,tZ  ) have a strong nonlinear relationship just 
with 1, 1tZ −

, other than the second variable ( 2,tZ ) 
exhibits a nonlinear relationship with both 

1, 1tZ − and 2, 1tZ − . 
 

RESULTS AND DISCUSSION 
 

Considering our simulation model (7), we 
denote the previous two lags as candidate 
inputs. So the input layer of NN model (1) has 
eight units, i.e. 
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 We continue the forward procedure starting 
with a FFNN with variable inputs: 

( )11, 1 12, 1 11, 2 12, 2 21, 1 22, 1 21, 2 22, 2, , , , ,t t t t t t t t− − − − − − − −Z Z Z Z Z Z Z Z, ,
and one constant input to find the optimal unit 
hidden layer cells. The results of an 
optimization steps are provided in Table 1. 
 We can see from Table 1 that after three 
hidden units, the optimization procedure shows 
the insignificant p-value; thus, we stop the 
process and determine three unit cells be the 
optimal result. Next, we proceed the 
optimization to determine the lags of input. The 
result find that only one preceding lag (lag 1) 
includes in the model (Table 2), assigning from 
the insignificant value of lag 2. 
 The final step is selecting the appropriate 
inputs among inputs of lag 1 whose result is 
presented in Table 3. In this step, we optimize 

the FFNN models through each input. Their 
ordered coefficients R2 are given in the first 
part of Table 3. It is shown that the FFNN 
model with input   Z11,t-1  has the highest 
square of the correlation coefficient, so it is 
chosen as the restricted model. Then we 
employ the forward procedure based on the 
ordered R2 values. Subsequently the inputs are 
entered the model. Here the input Z12,t-1  
produce insignificant p–value, thus it is not 
included in the model. Hence, we get the 
optimal FFNN model with three hidden units 
and input variables from lag 1: 
 (  )11, 1 21, 1 22, 1, ,t t t− − −Z Z Z

which is appropriate to the simulation model 
MESTAR (7). 

 
Table 1. The results of forward procedure to get the optimal number of hidden units. 

 
Number of 
hidden unit 

R2 R2incremental F test p-value 

1 
2 
3 
4 

0.7194478  
0.8490907 
0.9245464  
0.9386959 

- 
0.1296429 
0.0754557 
0.0141495 

- 
6.922922 
7.833773 
1.663691   

- 
4.709664e-008  
8.791926e-009 
0.105388  

 
Table 2. The results of forward procedure to get the lag of input variables 

 
lags R2 R2

incremental F test p-value 

1 
2 
1,2 

0.9099576  
0.6580684 
0.9245464 

–  
– 
0.0145888 

 – 
– 
1.305469  

–  
– 
0.2306338 

 
Table 3. The results of forward procedure to get the relevant combination of input variables. 

 
Input  R2 R2

incremental F test p-value 
Z11,t-1  
Z12,t-1  
Z21,t-1 
Z22,t-1

0.6131744 
0.3815016 
0.5824822 
0.5488144 

– 
– 
– 
– 

– 
– 
– 
– 

– 
– 
– 
– 

Z11,t-1  , Z12,t-1  
Z11,t-1  , Z21,t-1 
Z11,t-1  , Z22,t-1

0.6176742 
0.8313187  
0.8101274 

0.0044998 
0.2181443 
0.196953 

0.307482 
35.02233 
28.00289 

0.8199281 
1.110223e-15 
0.002998011 

Z11,t-1  , Z21,t-1 , Z12,t-1  
Z11,t-1  , Z21,t-1 , Z22,t-1

0.834497 
0.9054434 

0.0031783 
0.0741247 

0.581279 
23.81741 

0.6286504 
1.032274e-11 

Z11,t-1  , Z21,t-1 ,Z22,t-1,Z12,t-1  0.9099576 0.0045142 1.540758 0.2088723 
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Figure 2. Time series plots of neural network output compared with actual data for each variable. 

 

 
 Additionally, we present the graphs of the 
resulted network output compared with actual 
data (Figure 2). It can be seen that the FFNN 
output fit with actual data. All those evidence 
demonstrate how the proposed strategy can be 
applied for selecting the optimal FFNN model. 
 

CONCLUSION 
 

In this study, we recommend model selection 
procedure for FFNN applied to multivariate 
time series. The building blocks of FFNN is 
not in black box, but developed on the basis of 
statistical concept, i.e. hypothesis testing. We 
devise forward procedure to determine the 
optimal number of hidden units and the input 
variables included in the model by utilizing R2 
incremental inference. The simulation result 
reveals that the inference procedure can be 
implemented to obtain the optimal FFNN 
model for multivariate time series data. 
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